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Abstract. We discuss the application of the computer technology on assessing 
the level of basic knowledge for a wide spectrum of subjects. This approach 
consists in questioning and then evaluating the validity of the students' answers. 
The employment of the Monte-Carlo technique for estimation of the optimal 
parameters allows us to develop a new approach to increase the accuracy of the 
valuation and determination of the stability of the knowledge. As 
implementation we use the Client-Server technology based on the natural 
evaluation process, where the students (Clients) are tested by the remote 
examiner (Server) in online regime. We focus on the Question and Testing 
Interoperability stage and the possibility of creation of the learning objects. We 
find that the optimal regime of assessment can be achieved at the specific 
random generation of tasks (assessment items) in the test.  The construction of 
new adaptive methods and the program realizations of such technology are 
discussed also. 

Keywords: Online assessments, Monte Carlo Method, Client-Server 
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1   Introduction 

The goal of this paper is to consider the evaluation of the level of student’s knowledge 
at computer testing. We discuss the following questions: (i) What is the level of 
knowledge and how can it be estimated (ii), Why the random numbers must be used, 
(iii) How the statistically stable conclusions can be obtained, and (iv) Which are the 
optimum conditions for the evaluation of the student knowledge level. 
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This paper is organized as follows. In Sec.1 we discuss the basic strategies and 
methods of the tests; we present some numerical study of the student’s knowledge 
level. In Sec.2 we present the algorithms and the program implementation of the 
computer testing. First, we analyze the online testing system (OTS) to assess the 
students’ basic knowledge through online tests implementation with the use of 
learning objects [12] on the base of Client-Server technology. We focus on the e-
learning Question and Test Stage, and the generation of learning objects in XML 
framework. Our goal is to accomplish the standard IMS Question & Test 
Interoperability Specification version 1.2.1 [14]. The OTS is not competition for well-
known systems similar Blackboard [20] that offers an integrated solution for e-
learning. We consider a similar solution as the Questionmark Perception Assessment 
software [19]. This enables educators to write, manage and report about assessments 
on a secure manner in Windows and web environments on a secure manner, storing 
the results for further processing in e.g. Oracle or SQL-Server Databases. The 
difference with respect to Questionmark is that presented OTS is platform 
independent, and it can save the database license expenses since storing the results in 
XML - MySQL databases. In Sec. 3 we present the results of practical 
implementation, and finally, we discuss and summarize our conclusions. 

2   Approach to Methods of the Test 

First we discuss the structure of the testing knowledge. Let us assume the knowledge 
base (KB) as a collection (set) of the coupled questions-answers (xi, ijf , T) 

(records). In such a collection xi is the asked question and ijf  are proposed answers 
to this question, i is the current number, j is number of answer in the list of proposed 
answers, and T is time to test. Here i<=N, j<=Na , N is number of records in the 
collection, and Na is number of proposed answers. To the sake of simplicity we 
further refer to the experts (teachers) knowledge base as the etalon KB. We assume 
that answers ijf  are ordered on the closeness to the correct answer. Then 1i iF f=  
is the correct answer to i-th question. (We note that before the presentation all data 
undergo to random mixing.) At evaluating, the question is addressed to the student 
and his answer is compared with the corresponding correct answer. After testing the 
initial collection is extended with obtained results, e.g., obtained answers and other 
relevant information (response time, rating, etc.). After test, the initial collection is 
extended by the obtained answers, and there contains all necessary information for the 
estimation of the student’s knowledge [7]. 

There are two different types of examination. In first type the student must 
recognize the correct answer from several predefined variants ijf  (the closed-ended 
form of the test). In the second type the system allows student to write his answer 
freely (the open-ended form of the test). Obviously that in first case (closed-ended 
test) the problem of verification of the answer can be solved easily. But this problem 
requires much more efforts in the case of open-ended test. Since the correct answer 
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can be written in various but equivalent forms, the problem of reduction of the answer 
to the unique referenced form has obvious solutions only for simplest cases. But in 
general such a problem may turn out quite involved. Here we pay main attention to 
the closed-ended test case.  

We assume that the levels of the knowledge are ordered as follows: the quantity 
Fi is greater or equal with respect to other answers Fi > = ijf  . We suppose that it is 
only the unique right answer to every question in the etalon collection [3].  

Further we renormalize if  and Fi with some coefficients wi. With the use 
wi=1/Fi

  the etalon knowledge is represented by a straight line Fi=1, while the student 
knowledge is rewritten as  ijf /Fi

  = fij, where 0 1ijf≤ ≤ . 
In Fig.1 are shown schematically both distributions: the etalon knowledge and 

the student knowledge. The line at the top represents the level of correct (etalon) 
knowledge (knowledge of the teacher), and the  variant line the student’s knowledge. 
X-axis corresponds to the number of asked question, while in the Y-axis the level of 
student's answer is postponed.  

 

Fig. 1. Distribution of normalized etalon KB (green color) and distribution of student's KB 
(correct, wrong) in general (red color). 

Here N is total number of records (tasks) in the collection, while n is the number of 
records (questions) in the current test. 

The details of the graphic representation fij depend on the rules used at the 
examination. In the advanced cases the quantity (proposed answers) fij may have a 
value proportional to a closeness of the student answer to the etalon answer Fi. In a 
practical important case, one may use the following simple rule of the estimation: 
fij=1 for correct answer, and fij=0 if the answer is incorrect. For a small number of 
questions n such graphical representation is the histogram. At great number n>>1 the 
discrete picture can be generalized to the case of continuous distribution of the 
knowledge as  
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dxxfdZ )(= , (1) 

In this case f(x) is the local density of knowledge at vicinity of x and x+dx. 
In general the normalized knowledge Z may be defined as  
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Then the normalized etalon knowledge is reduced to 

1=pZ
, (3) 

while the normalized knowledge of student is 
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. 
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In the framework of the knowledge measurement, the following factors are 
important: (i) For the objectivity of the estimation the student should not be 
foreknown on the sequence of the asked questions. This means that the order of the 
records in the task (both questions and predefined answers) should be randomized. (ii) 
The number of questions should be large enough to achieve of the desired accuracy of 
evaluation. 

In result the student’s knowledge after the test may be represented as 

∑
=

=
n

i
is f

n
Z

1
)(1 ξ  . (5) 

where the integer numbers ξj already are not the successive integer numbers of the 
questions in the initial collection, but the random integers distributed in [1 ,N]. With 
Eq.(5) the problem of the knowledge measurement may be redefined as the problem 
of numerical evaluation of the sum  Zs.  

Mentioned above allows us to apply for such an evaluation the well-known 
technique of the statistical modeling (the Monte Carlo method [2]). Then the idea of 
evaluation takes following form: Since ξj are random numbers the Zs the Eq.(5) is 
random also. From Eq.(5) and with the use of the central limit theorem[5] we can 
write the density of probability p(Zs) as follows: 

( )2

2( ) exp( )
22
s
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Z fnp Z n
σπσ

−
= − , (6) 
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where 
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One can see that for a large number of the records (questions) in the test n>>1, 
the student’s knowledge Zs,  may be evaluated as sZ f≈  independently on the 
details of the used random distribution of ξi  , as it is written in Eq.(5). But at limited 
number of questions n, we have to optimize the distribution p(ξ) to minimize σ in 
Eq.(6a), and  to improve the accuracy of the evaluation. The question arises: what 
distribution p(x) is good enough? To see that, we have to optimize parameter σ in 
Eq.(6a).  

We rewrite Eq.(5) as follows 

1 1
( ) ( ) ( )

n n

s i i i
i i

nZ I f g p gξ ξ ξ
= =

= = = =∑ ∑ , (8) 

where g(x)=f(x)/p(x) and  p(x) is the unknown normalized probability density 

(
1

1
n

i
i

p
=

=∑ ) of the random integers ξi  distributed in the interval [1, n], here g  is the 

mean value of the g. 
Calculating the standard deviation for random ξi with the use of Eq. (8) is given 

by 
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Since in (9) the quantity I is independent on the distribution p(x), we have to find 
such p(x), which minimizes the standard deviation σ in (9). With the use of the 
Cauchy-Buniakowski-Schwarz theorem [18], from (8)-(9) we obtain the following 
inequality 

2 2 2
2

2 2
1 1 1 1 1

n n n n n
i i i

i i i
i i i i ii i i

f f fg p p
p p p= = = = =

≡ ≤ ⋅ =∑ ∑ ∑ ∑ ∑ , (10) 

where normalizing of p(x) was taken into account. The optimum of σ2 arrives when in 
Eq. (10) the exact equality is achieved. Let us try to use the distribution pi in the form 
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Substituting (11) in (10), we obtain in the left side 
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while the right side becomes 
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We observe from (11), (12) that for distribution (11) in Eq. (10) the exact 
equality becomes. For this case in (9) we have σ=0 , therefore now the maximal 
accuracy of the evaluation achieves.  

However it is clear that such a choice pi in general is unachievable, since the 
function fi is unknown before the student finishes the test. Therefore, we can only 
recommend that to improve the test estimation, we have to choose the distribution pi 
proportional to fi . In context of the knowledge estimation this means that the 
probability pi to ask a i-th question has to be higher in the area, where the knowledge 
of the student is better.  

This observation allows us to propose the following two-step adaptive algorithm. 
In the first step the normal exam must be made to obtain answers fi , and in the second 
step on the base obtained  fi, we can construct the desired distribution pi (11), which 
generates new exam. Such approximation will improve the final accuracy of the 
evaluation. It is worth noting that the area, where the student’s knowledge is poor 
(fi=0), already does not contribute in the total measured knowledge Zs. 

Furthemore, the use of this information yields the possibility to evaluate the 
stability of the student’s knowledge. We have to compare the student’s answers 
received in the first step fi

(1) with the answers obtained in second step fi
(2) , and then 

calculate the quantity S as follows 

(2) (1)

1

11 ( )
n

i i
i

S f f
n =

= − −∑ . (14) 

The quantity S in (14) may be regarded as a stability of the student knowledge.  
If 1S ≈  the student has answered equally on the same questions both times, so 
he/she has a stable knowledge. Otherwise, if S is small the knowledge is not stable: in 
such a case the student’s answers to the same questions were different. 

The possibility to measure the stability of the student’s knowledge is a very 
important characteristic of every evaluating system, which has to allow the estimation 
both quality and the level of the education obtained in an University. 
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3   Algorithm and Program Realization of the Online Testing 
System 

In this section we analyze the realization of our Online Testing System (OTS) and its 
importance at the pedagogical process. First, we study the use of learning objects and 
the IMS QTI standard version 1.2.1 in our system. Then we analyze the Client-Server 
schema on which such OTS is based. We review the Server side, the Client side and 
the tools used for implementation. Finally, we show preliminary results obtained with 
the use of this system and discuss further work. 

It is convenient to separate the program realization in two parts. The student part 
(Clients side) can be putted in the networks computers, while the part of code with the 
etalon knowledge is placed into other computer (Server side). The Server evaluates 
the result of exam in response of the data receiving from a student (Clients part). 

3.1 The Application of Learning Objects into the OTS 

In this section we analyze the meaning of learning object, how to apply this concept 
according the Question and Test Interoperability (QTI) standard version 1.2.1 de IMS 
Global to the OTS, as well as the defined migration schemas adequately to this 
standard. 

3.1.1. What is a Learning Object? 

There is a variety of definitions for learning objects that sometimes results very width, 
meanwhile other times are customized for the tool, system or organization that use it. 
The IEEE (Institute of Electrical and Electronics Engineers)’s Learning Technology 
Standards Committee (LTSC) defines learning object like “any entity, digital or non-
digital, that can be reused or referenced by the technology supporting learning” [15]. 
This definition is extremely broad, and when we analyze fails to exclude any person, 
place, thing, or idea that has existed in any moment of the history of the universe, due 
any of them supports in some way learning. 

Now we analyze some definitions that use the object oriented vision for computer 
aided instruction that turns concept confused. David Merrill uses the term “object 
learning” [16]. The educative software financed by the NSF (National Science 
Foundation) uses the term “educative software component” [10], and only accepts the 
Java’s Applet (little Application) as learning objects [9]. The MERLOT (Multimedia 
Educational Resource for Learning and On-Line Teaching) Project makes reference to 
them as “online learning materials” [17]. Finally, Apple Learning Interchange simply 
refers to them as “resources” [1]. 

In our report we refer to learning objects as “any digital resource that can be 
reused to support learning” [22]. This definition includes any thing that can be 
delivered through the web on demand, be it large or small. Examples of smaller 
digital resources include digital images or photos, live or prerecorded videos, 
animations, or applets delivered via server, as a Java’s Applet calculator [6]. 
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3.1.2. The IMS QTI Standard Version 1.2.1 and the OTS 

A proper used online testing system can result useful for the organization and users 
that employ it, due it makes the process faster, saves costs and generates repositories 
of reusable learning objects. However if the system does not adequate to any 
interoperability standard, the reach is local to the organization that use only. We will 
define a task as a composite element which integrates the question, the possible 
answers, the assigned time to answer, as well as the feedback or help for the 
respondent. The typical task is given by: 

 

Figure 2. Segment of test tasks using proprietary standard on text-HTML 

Now we discuss how we use the idea of Learning Objects in our system. The 
above figure represents our proprietary standard on text-HTML code for tasks 
management, however to being successful on knowledge economy “common 
standards for metadata management, learning objects and learning architectures are 
obligatory” [12]. Among the most important standards can be found ARIADNE 
(Alliance of Remote Instructional Authoring and Distribution Networks for Europe) 
supported by the European Union, and the American standard established by the IMS 
Global Consortium [8]. Keeping in mind to share our learning objects repositories, we 
started the migration process from our proprietary standard (see Figure 2) toward the 
IMS QTI standard version 1.2.1. The documentation in this standard indicates that an 
exam can be separated into questions or assessment items [IMS GLOBAL 2006], the 
rule to create these items is very simple: if the item is too large to fit the screen, then 
it will be necessary to create shorter items. Considering above exposed and based on 
the recommended UML (Unified Modeling Language) schema in Figure 3(a), first we 
identified required information (info.) for the assessmentItem class. Then we 
developed software that obtains it from the tasks declared in our proprietary standard, 
and automatically substitutes the information inside required sections delimited by 
XML tags: <assessmentItem required info. <correctResponse> required 
info.</correctResponse>, <outcomeDeclaration> required info. 
</outcomeDeclaration>, <itemBody> required info. </itemBody>, 
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<responseProcessing required info. />, </assessmentItem>. Figure 3(b) shows an 
example of the resulting XML code. 

 
(a) Assessment item schema 

 

 
(b) XML code for single task 

Figure 3. Assessment item schema (a) and the XML code for a single task (b), according the 
IMS Question and Test Interoperability standard version 1.2.1 

3.2 Capabilities of the OTS 

We have constructed our computer testing program with the following requirements. 
It must: 

- Enable the repeatedly estimation of a basic knowledge level and a quickness of 
the correct answer finding. 
- In case of problems (wrong answer) program has to show the correct answer, 
reference to the textbook, being training program.  
- Show the final protocol, which contained the given questions, answers of the 
student, correct answers, and dynamics of his rating.  
- Have a friendly and clear interface. 
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- To provide security by using DES algorithms to cipher communications (We 
will analyze the implementation of this specification in future paper). 
In base of the above requirements, a Client-Server technology was developed, 
see Figure 4. The Client side represents the student or students and the server (the 
examiner). First, the client request for registration at the Server. The valid Client 
receives a collection of tasks containing the questions for the exam [13]. The 
client is asked for each task, and system stores all partial answers. When the test 
finished, such information is sent to the Server and  processed, then the results 
are shown at the client side. The process of evaluation can be repeated several 
times in training mode and just one time in control mode. 

 Server Client 

The analysis, correction or 
reinstallation of the new data 

Initial state, expectation 
of registration 

Preparation the list of new tasks. 
 

The analysis of results of testing and 
exhibiting of evaluation 

Registration of the student (a name, 
themes, type of testing) 

Data received from Server. 
Formation of the collection tasks. 

Cycle of testing. 

Sending the results of testing to the 
Server. 

Demonstration of results 

The end 

Gathering of all data. 

Sending the results of the analysis 
and estimation to the Client 

Initial state 
Registration 

Permission to test 

Test-tasks 

Results of the test 

Evaluation from Server 

The end 

 

Figure. 4. Client-Server schema. 

3.2.1. The Client-Server Technology 

The implementation was done with the use of Object-oriented technology. We 
constructed the hierarchy of classes; and have code it in Java programming language 
[11]. The resulting technology is shown in Figure 5. At the left, is running the server 
program, listing the clients connected and the duration they was connected (see the 
AskServer section); the results obtained during examination process (see Finished 
Jobs); and the history of the information transferred (see historyForm) between the 
server and students connected.  

The client is registered at the Server side, receives a collection of tasks and after 
that the evaluation process starts (see right side of Figure 5). The order of questions is 
determined by the generator of random numbers and is unpredictable. When the test is 
finished, the results are sent to server to be processed. Finally, the Client receives 
from the Server a grade, a rating and the final result of the examination. 
To accumulate the results of exams, at the end of the 2005 year, we integrated 
MySQL Server as Data Base Management System to the OTS to avoid expensive 
licenses costs. Nowadays we are creating tests for several subjects to store the 
information in Databases and obtain the feedback from students to perform further 
analysis with Data Mining.  
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Figure 5. The server side (left) attending clients (right) [4]. 

3.2.2. Results of the OTS Implementation 

For a simple estimation we have carried out N = 10 tests in the real tasks consisting of 
n = 27 questions. The average of the correct answers has appeared m = 4.5 (from 10 
maximal). On the other hand, assuming the test as a gauss process, we find 
mathematical expectation m0=N/p, where p - probability of success in individual test, 
in our case p = 1/6 (6 closed answers). For the above given numbers one can find 
m0=4.5. The number of successes, equals 5 for this case (10 is maximum grade), is 
far below of the least satisfactory grade. Therefore we can declare the impossibility to 
obtain the satisfactory grade in absence of knowledge. 

3.2.3. Further Work 

To reinforce the innovative approach of our reasearch, we are going to use data 
mining [23] over resulting databases to determine student’s learning patterns, and to 
avoid cheating (making frauds) on online tests. To improve the measurement of 
student’s knowledge, we are planning to expand our system reachness from the use of 
question and test learning objects (assestment stage) to incoporate full learning 
objects that includes objective, theory, simulation and assessment. Simultaneaously, 
we are developing a tool to evaluate the quality of LOs since an integral approach that 
includes student and expert-professor (qualitative and quantitative) perspectives, as 
well as the use of intelligent agents and visual data mining to improve the LO’s and 
student’s learning experience [21]. 

 

 
 
 
 
 

                
 
 
 

 
 
 
 
 
 

 

 

 

 

(b) Question & Test  
     Interface

21
1
nn

nL
+

 

L=complexity level 
n1=correct answers 
n2=wrong answers 

Evaluation 
From Server 

Results of    
the Tasks 

Test Tasks 

INTERNET 

tt
TR

0
+

±=

T=time to answer

 
(a) The Server 
side 

 
(a) The Protocol 

Interface

The Measurement of the Student’s Basic Knowledge...     211



  

4   Conclusions 

The studied system can be customized for each student and carried out at any time, 
any where at a minimum cost. Thanks to the use of internet free of examiner; topics 
from different knowledge areas can be easily adapted to work within the system. The 
interfaces of programs (server side and client side) were designed in a user friendly 
way and implemented for various operating systems to avoid the platform 
incompatibility. System can evaluate mathematical, chemical formulas, images and 
even video, however performance is limited by the available Internet broad band 
access. The system can be used to implement surveys, to train personnel, and to assess 
at the successful candidates for job positions. 

We can conclude that: The choice of the random order of asked questions allows 
estimating the level of student’s knowledge at any distribution of random order of 
testing. At the fixed number of asked questions the accuracy of evaluation is better, if 
more questions are asked from the field, where the knowledge of the student is good. 

The local form of the student’s knowledge representation is not important, what 
is important only is the proportionality to the correct knowledge. For example, in a 
simplest case one can use the choice f(x) as following: f(x) =1 at right answer and 
f(x)=0 otherwise. Such the method of the testing can be easily algorithmized and can 
be used at parallel computer evaluations of various students’ groups separately in any 
time any where. 
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